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Global energy-related CO2 emissions grew by 0.9% or 321 Mt 
in 2022, reaching a new high of over 36.8 Gt. […] Last year’s 
growth was much slower than 2021’s rebound of more than 6%.

CO2 growth in 2022 was well below global GDP growth of 3.2%, 
reverting to a decade-long trend of decoupling emissions and 
economic growth.

https://www.iea.org/reports/co2-emissions-in-2022

https://www.iea.org/reports/co2-emissions-in-2022
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40 Mt

Missing investment 
capacity 1 Gt

2021



https://www.energy.gov/sites/default/files/2016/12/f34/SEAB-CO2-TaskForce-FINAL-with%20transmittal%20ltr.pdf
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https://www.energy.gov/sites/default/files/2016/12/f34/SEAB-CO2-TaskForce-FINAL-with%20transmittal%20ltr.pdf
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2,800+

MtCO2/yr

IEA 
Sustainable 
Development 
Scenario
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Surface deformation 
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MULTIPHYSICS

LARGE SCALES

LIMITATIONS

LONG SIMULATION TIME

EXASCALE COMPUTERS 2 EXAFLOPS (2023)

FAST ALGORITHMS

SOLUTIONS

PORTABILITY

SCALABILITY

PERENNIAL SOLUTIONS

GEOMECHANICS + FLOW

Do we have the right tools?

98% STORAGE IN AQUIFERS

POST-INJECTION MATTERS
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Section 4.5.2

“HPC effort for CCS should expand beyond traditional reservoir simulation  
with an emphasis on subsurface pressure and saturation distributions to address the 
effects on regional hydrodynamics, pressure perturbations, modified stress fields, and 
deformation at the reservoir and basin scales.”

“Establish one or more internationally recognized CO2 storage 
open-source software 
as done with climate models. Such open-source software would enable 
transparency, openness and wider collaboration.”
Storage and CO2 networks (topic 3), p.11

September 

2017

MISSION 
INNOVATION 
CCUS 
250 experts including Total

University + Industry

June 
2019



OpenExascaleMultiphysics

TRANSPARENCY AND COLLABORATION 
Transparent code & qualification processes for regulators


LGPL 2.1: we can develop important features ourselves — and so can you

Collaboration with partners, universities, third-party vendors



OpenExascaleMultiphysics

56 
Contributors 
to the code

100 
downloads / 
week

4,242 
Updates 
since 2018

30 
Peer-reviewed 
publications

20+ 
Free test 
cases to try

17 
Initiatives 
using GEOSX



FLOW and TRANSPORT 
Compositional Multiphase 
Fully-implicit, isothermal formulation 
Equations-of-state (cubic): PVT, flash 
Three-phase extended black and dead oil 
Two-phase CO2/brine 
Assembled and solved on multi GPU

SOLID MECHANICS 
Implicit and explicit time-stepping 
Small and large-strain formulations 
Advanced Rock models 
Isotropic/Anisotropic elasticity 
Poroelasticity, poroplasticity 
Tightly-coupled & Fractional-step

DISCRETIZATION SCHEMES 
Finite volume interface 
Cell-centered method (TPFA) 
Hybrid Mimetic Method TPFA 
Quasi-TPFA inner products 
Multi-segmented wells

LINEAR SOLVERS 
Unified algebra interface 
Hypre, Trilinos, Petsc 
Krylov solvers (CG, GMRES, BiCGSTAB) 
Preconditioners (AMG, ILU, MGR) 
Block matrix and vector support 
Serial and parallel direct solvers

CONTACT MECHANICS 
Embedded Discrete Fractures 
Enriched finite elements 
Fault-contact using Lagrange multipliers 
Conforming hydrofracture solver 
Proppant: slurry, settling, bed build-up

MESH AND DATA I/O 
Unstructured 3D (reservoir) 
Unstructured 2D (faults/fractures) 
Importer for Gmsh, corner-point grids 
Importer for LAS format wells 
Output: Silo and VTK for VisIt and Paraview

FINITE ELEMENTS 
First-order elements and quadrature 
8-node hexahedron 
6-node wedge 
5-node pyramid 
4-node tetrahedron

Version 0.2.0 
GitHub, Travis CI, Doxygen 
LGPL 2.1 
LLNL, Stanford, Total
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Conception 
Kick Off

2018 2019 2020 2021 2022 2023

Joshua White 
Randy Settgast 
Nicola Castelletto 
Panayot Vassilevski 
Benjamin Corbett 
Matteo Cusini

Hamdi Tchelepi 
Sergey Klevtsov 
Mamadou N’Diaye 
Andrea Franceschini 
Antoine Mazuyer 
Mohammad Karimi Fard

Alexandre Lapene 
Herve Gross 
Francois Hamon 
Philippe Cordier

GEOS Development Roadmap
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Conception 
Kick Off

HPC infrastructure 
Poroelastic Compositional

2018 2019 2020 2021 2022 2023

Pressure [Pa] Total Displacement Magnitude [m]

GEOS Development Roadmap
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Conception 
Kick Off

HPC infrastructure 
Poroelastic Compositional

First CCUS simulations 
First GPU benchmarks

2018 2019 2020 2021 2022 2023

Open release of GEOSX !"#$

GEOS Development Roadmap
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Conception 
Kick Off

HPC infrastructure 
Poroelastic Compositional

CCUS Basin scale 
Fault mechanics

First CCUS simulations 
First GPU benchmarks

2018 2019 2020 2021 2022 2023

GEOS Development Roadmap
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Conception 
Kick Off

HPC infrastructure 
Poroelastic Compositional

CCUS Basin scale 
Fault mechanics

First CCUS simulations 
First GPU benchmarks

2018 2019 2020 2021 2022 2023

CO2 injector 
1.5 Mtpa for 25 years 
200 years post-injection

Pressures

CO2 Saturation

Displacements

0 h

2 h

4 h

6 h

8 h

10 h

512 1,024 2,048 4,096

Runtime for the fully-coupled 
simulations of CO2 storage for 225 years.

Number of CPUs

Real field applications 
Exascale testing

GEOS Development Roadmap



https://hdl.handle.net/2152/78353 

http://dx.doi.org/10.26153/tsw/5440

From Ruiz, Izaak

https://hdl.handle.net/2152/78353
http://dx.doi.org/10.26153/tsw/5440
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Poroelasticity at the Reservoir Scale
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Deformation monitoring feasibility at an offshore carbon storage site
Interim progress report for GCCC, December 2020.
Julia T. Camargo & Joshua A. White

PermeabilityStructure

1.8 M tetrahedral cells, 50m in reservoir layers
300k nodes
2.7 M degrees of freedom
12 x 15 km
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Faults as barriers 
3 years of injection

Faults as barriers 
3 years of injection

Faults permeable 
3 years of injection

Faults permeable 
1 year of injection

Faults as barriers 
1 year of injection

Faults permeable 
3 years of injection

Are the faults permeable?
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Reservoir

After 3 years, faults acting as barriers

Is the injection 
detectable by fibre 
optic sensors?
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What is the risk of uplift 
at the seabed, based on 
reservoir properties?

Uncertainty 
Quantification

Faults as barriers 
3 years of injection
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What is the risk of uplift 
at the seabed, based on 
reservoir properties?

Faults as barriers 
3 years of injection

Uncertainty 
Quantification
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How can I try GEOS?

http://www.geosx.org 

http://www.geos.dev

http://www.geosx.org
http://www.geosx.org
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https://geosx-geosx.readthedocs-hosted.com/en/latest/docs/sphinx/advancedExamples/validationStudies/carbonStorage/isothermalLeakyWell/Example.html
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Thermoporoelastic consolidation is a typical fully coupled problem which 
involves solid deformation, fluid flow and heat transfer in saturated 
porous media.

In this example, we use the GEOSX coupled solvers to solve a one-
dimensional thermoporoelastic consolidation problem with a non-isothermal 
boundary condition, and we verify the accuracy of the results using the 
analytical solution provided in (Bai, 2005)

Thermoporoelastic Consolidation

http://gclx.xml-journal.net/en/article/id/3369
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GEOS + DARTS !!

Instable dissolution (wormhole) at various mesh 
resolution using OBL in GEOS

Finite volume flow with porosity alterations using 
FIM with OBL from DARTS in GEOS
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Our GitHub repository
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Is there a 
documentation 
webpage for GEOSX?
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Call to Action

Find out more 
www.geosx.org 

Download the code 
https://github.com/GEOSX/GEOSX 

Ask questions 
https://github.com/GEOSX/GEOSX/discussions 

Email us 
herve.gross@totalenergies.com

http://www.geosx.org
https://github.com/GEOSX/GEOSX
https://github.com/GEOSX/GEOSX/discussions
mailto:herve.gross@totalenergies.com
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GEOSX is an open source project and is developed by a community of researchers at several 
institutions. The bulk of the code has been written by contributors from three main organizations: 
Lawrence Livermore National Laboratory, Stanford University, and Total, S.A.. 
The following is the list of GEOSX contributors as of October 2020: Quan Bui (Atmospheric, Earth, 
and Energy Division, Lawrence Livermore National Laboratory), Nicola Castelletto (Atmospheric, 

Earth, and Energy Division, Lawrence Livermore National Laboratory), Benjamin Corbett 
(Applications, Simulations, and Quality Division, Lawrence Livermore National Laboratory), 

Matthias Cremon (Department of Energy Resources Engineering, Stanford University), 
Pengcheng Fu (Atmospheric, Earth, and Energy Division, Lawrence Livermore 

National Laboratory), Thomas Gazzola (Total S.A.), Hervé Gross (Total S.A.), 
François Hamon (Total S.A.), Jixiang Huang (Atmospheric, Earth, and Energy 
Division, Lawrence Livermore National Laboratory), Sergey Klevtsov 
(Department of Energy Resources Engineering, Stanford University), 
Alexandre Lapene (Total S.A.), Antoine Mazuyer (Department of Energy 
Resources Engineering, Stanford University), Shabnam Semnani 
(Atmospheric, Earth, and Energy Division, Lawrence Livermore National 
Laboratory), Randolph Settgast (Atmospheric, Earth, and Energy Division, 
Lawrence Livermore National Laboratory), Christopher Sherman 
(Atmospheric, Earth, and Energy Division, Lawrence Livermore National 

Laboratory), Arturo Vargas (Applications, Simulations, and Quality Division, 
Lawrence Livermore National Laboratory), Joshua A. White (Atmospheric, Earth, and 

Energy Division, Lawrence Livermore National Laboratory), Christopher White 
(Applications, Simulations, and Quality Division, Lawrence Livermore National Laboratory). 

For a complete up-to-date list of contributors, see https://github.com/GEOSX/GEOSX/
graphs/contributors 
GEOSX was developed with supporting funds from a number of organizations including the 
U.S. Department of Energy, Office of Science, and TotalEnergies. 
THIS SUPPORT IS GRATEFULLY ACKNOWLEDGED. 

Disclaimer: This presentation may include forward-looking statements within the meaning of the Private Securities Litigation Reform Act of 
1995 with respect to the financial condition, results of operations, business, strategy and plans of TotalEnergies that are subject to risk 
factors and uncertainties caused by changes in, without limitation, technological development and innovation, supply sources, legal 
framework, market conditions, political or economic events. TotalEnergies does not assume any obligation to update publicly any forward-
looking statement, whether as a result of new information, future events or otherwise. Further information on factors which could affect the 
company’s financial results is provided in documents filed by the Group with the French Autorité des Marchés Financiers and the US 
Securities and Exchange Commission. Accordingly, no reliance may be placed on the accuracy or correctness of any such statements. 
Copyright: All rights are reserved and all material in this presentation may not be reproduced without the express written permission of 
TotalEnergies.


